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1. Introduction

The progressing miniaturization of electronic componeaitses the question of the lower
border for such basic functional units. Since moleculesarallest stable structures it is
the final goal to shrink e.g. transistors, resistors andcbwe# to such a level. This high-
lights the importance of the construction and theoretiesicdiption of single molecules
attached by nano-electrodes under connection of voltageamount and temporal shape
of the occurring current is of main interest.

In the last years it became possible to connect single migeauith scanning tunnel-
ing microscope (STM) and measure current-voltage-(I\grabteristics. Experiments
mainly focus on organic molecules, especially polymers pkthalocyanines.

Of further interest is the controlling and switching of sunblecular junctions. A change
of the current flow can be achieved by the coupling to an eatéaser pulse, which en-
ables the charge transmission through excited electrsatiess

The dependence of current to voltage is macroscopic urbersty Ohnd’s Law for about
200 years [1]. Nevertheless by investigating the behawiaricroscopic scales the simple
dependency fails and currently there is no consistent yhieodescribe such processes.
There are a wide range of techniques to describe the chavgthflough single molecules,
e.g. Green functions, density matrix approach, rate egusiind scattering theory.

In own calculations [2] of steady-state currents with the sgjuation theory it was shown
that in the absence of intramolecular vibrational redistion (IVR) the photoswitching
is hardly practicable. An adequate description within teéuced density matrix the-
ory of the charge transmission through single moleculdsidiicg optical excitation was
presented in [3]. Thereby the IV-characteristics werewdated and discussed. Recent
calculations [4] showed that the photoswitching of molesutan described by reducing
the just mentioned density matrix approach to rate equsitidhis analysis contained the
time-dependent current-switching behavior with photokation by a laser pulse.

We want to continue this work by not reducing the density mapproach to rate equa-
tions, but calculating the time-evolution of the whole reeld density matrix. The result-
ing differential equations were solved numerically with the VODgoathm.

Firstly we calculated the steady-state currents for theH&racteristics with and with-
out photoexcitation. Additionally the transient behavidrthe molecule while excited
by Gaussian-shaped laser pulses is shown. Furthermorevesigate the importance of
IVR and show that small molecule-lead-couplings prohihiggicient current switch.

1Georg Simon Ohm (1789-1854), Germany






2. Theoretical description

2.1 Hamiltonian of a molecule

The Hamiltoniaf of a moleculeH o can be expressed as
Hmol = |_|nuc + Hel = Tnuc + Tel + Vnuc + Vel + Vel—nuc s (2-1)

whereadl; are the kinetic energies of the nuclei and the electrons1-8ghit coupling as
well as relativistic &ects are ignored. Coulonftforces are described with the attraction
potentials between each nucleus and eleconr,. and the repulsing ones between parti-
cles of the same kind by, andVg.. The solutions of the time-independent Schrodihger
equation are the eigenstates and will be refered as the oleleave functiong(r, R, o)
which are dependent on the spatial coordinates of the efextrand of the nucleR as
well as on the spins

Hmo/(r, R, 0) = ey (1. R o). (2.2)

The eigenvalues are the energies of the molecule and in general there wik exspec-
trum of eigenvalues, and associated eigenfunctions We will name the lowest energy
level & the ground-state energy. Due to the fact that the Hamiltoddges not react on the
spin the wavefunction can be divided and in the following winefer only to the spatial
part

U(r.R o) = y(r,R)Z(0) , (2.3)

2.1.1 Born-Oppenheimer Separation

Since (2.1) is often not exact solvabsnd numerical calculation of polyatomic molecules
needs a hugeffart, an approximation is necessary. Boamd Oppenheim&mpublished

in 1927 a method to separate the electronic and nuclear wastgbns by referring to the
large mass dierence of the electrons and the nucleiﬁf < 1073, The picture of an

1Sir William Hamilton (1805-1865), Ireland

2Charles Augustin de Coulomb (1736-1806), France

3Erwin Schrodinger (1887-1961), Germany

4even the simplest molecule, the Hydrogenium-ignisinot exact solvable [5]
SMax Born (1882-1970), Germany

6Julius Robert Oppenheimer (1904-1967), USA



instant reaction of the electron wave functions on nuclbanges allows us to define the
electronic Hamiltonian

HeI(R) = Tel + Velnuc + Velel » (2-4)
with the eigenfunctiong,(r, R) and the eigenvaluds,(R)
He(R)¢a(r, R) = Ea(R)¢a(r, R) , (2.5)

and the important fact that the dependenc®aonly in a parametrical way. The molec-
ular wave functions can be described by an expansion with that nuclear wave func-
tionsya(R) and theadiabaticelectronic wave functiong,(r, R)

W(.R) = > xa(Riaa(r. R). (2.6)

Inserting this expansion into the molecular Schrédingeragign (2.1) (ignoring the spin
part) and taking into account thatform a orthonormal basiSdal¢p) = dap) We gain an
equation for the ca@icientsy,(R)

(Thuc + Ea + Viue-nuc + Oaa —€)xa(R) = — Z Oapvb(R) , (2.7)

Ua azb

Ha

with the operato®,, calculated in [6] and resulting of the action of the kineltieaergy
operatorT,,c on the states and are called nonadiabatic coupling. Wiit) (£e received
the exact Schrodinger equation for the nuclei movement thighdtective potentiald,
resulting in anuclearor vibrational HamiltoniarH,. The solution of (2.7) ig,, Whereas
the indexu refers to vibrational quantum numbers. Finally we receeerholecular wave
function

V(1. R) = D Xaul(Riaalr.R). (2.8)

2.1.2 Born-Oppenheimer Approximation

Keeping in mind the above mentioned large masgetnce we may assume the nuclei
to be clamped, i. e. their momentum is negligible. Within B@&n-Oppenheimer-
Approximationthe nonadiabatic coupling® in (2.7), that are formed by the nuclear
momentums, are ignored afg, = 0 leads to

Haxau(R) = €quxau(R). (2.9)

The energetic spectruim, is formed by the electrical state, presented by the quantum
numbera and by the vibrational quantum numheas well. Finally we receive the adia-
batic wave function

YaP(r R) = xau(R)ga(. R) (2.10)

which describes the total state of the molecule.



2.2 Potential Energy Surfaces

In (2.7) we introduced thefiective potentialJ, felt by the nuclei. It defines a hypersur-
face in the space of the nuclear coordinates on which alleauchotions and reactions
proceed. IfNy.c is the number of nuclei the molecule is composed of, in génggas
dependent onl8y,. coordinatedk. Due to the fact that translations in all 3 dimensions
as well as rotations around all 3 solid axes do rtect the energy of the molecule only
3Nnuc — 6 coordinates are necessary for the complete descriptitmed®ES. The deter-
mination of the PES can be very challenging for large molkesuFortunately often only

a reduced number of coordinates is necessary, while themerganay be fixed.

The PES of water kD in Fig. 2.1 is a function of 3 coordinates. But the limitatithat
both bonds have the same lengthsad to a two dimensional PES with the angle between
the hydrogen atom® as second coordinate.

Important for state of the molecules are #gtationary pointsThis are points in the phase
space for which the gradient of the potential vanishes

-0, (2.11)

YUL(R) = (BUa 0U, )

OR;” " RNy,

and the molecule may rest.

H,O has two stationary constellations with both the bond lengt = 0.9584 A and the
anglesd; = 10445° and®, = 25555°. These are in fact the same situations since both
ligands of the oxygen are hydrogen atoms.

Furthermore the PES allow us to analyze the dynamics of thHecule away from the
stationary points, in general from one reactant well to alpob well. Transitions may
occur along dierentreaction pathson the multidimensional PES. Thainimum path
follows along the gradient (shallowest as¢gdaepest descent) of potential energy from
reactant to products and leads through the saddle pointhwicalledtransition state
The directrigid path is disabled but may also be activated at higher energies. Me w
refer to the curves arc length along the (minimum) energh patthe one-dimensional
reaction coordinate

2.2.1 Harmonic Approximation

An important tool for the treatment of molecular dynamicghe proximity to the sta-
tionary points is thdnarmonic approximationThe Taylof series of the PES,(R) in a
stationary poinR® is given by

a a 1 62U3(F¥Ja)) a) a)
Ua(R) = Ua(RYY) + RVU_a;Ré’) +3 Z TR~ RIRY ~Re) + OR).

Kmn

(2.12)

at which we combined the partial second derivatives in thesdeMatrix «m,. With the
introduction of thenormal mode coordinates,gwe transform the Hamiltonian of stade
in a way that the Hesse matrix is diagonalized

’Brook Taylor (1685-1731), UK
80tto Hesse (1811-1874), Germany
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Figure 2.1: 2D Potential energy surface gitHas a function of the bond lengtrand the
hydrogen angl@. The green arrow tip shows the transition state. After [7].

1
Ha = Ua(Gar = 0)+ 5 Z (P2 + w2, ). (2.13)

Hénm)

Hence the normal mode Hamiltonidrlﬁnm) describes the harmonic vibration of the nu-
clei alongside the coordinateg with the frequencies,. The problem of superposed
harmonic oscillators is well understood and we receive ipereenergies

1
Ean = ) hwa, (Ng + E)‘ (2.14)
I

The creatiorcz and annihilation operatdz, treating of the harmonic oscillator potential
is common in literature (e.g. [6, 8]) and will be useful in thext section

aq- = m (C{ + Cz) (215)

hw
p; = ~i =~ (Cc +C) (2.16)
HE™ = " hwa, (c;cg + %) (2.17)

2.2.2 Franck-Condon-Factors

An important issue in molecular dynamics is the transitietween diferent electronic
states which are represented by shifted PES (Fig. 2.2). &u@mnsition from aground
stateto the energetic high@xited statenay be enabled by optical excitation. To simplify
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Figure 2.2: Two shifted harmonic oscillator PES with sammand 4 lowest vibrational
states drawn. FCF may be estimated by overlap of shiftedhgrstate of vibrational level
0 (blue, dotted) and excited states (red, solid area): itrangg0) — (el) is disabled,
(g0) — (e0) and (g0)- (e3) are dominating.

matters we restrict our treatment to harmonic oscillatos P&nalog to (2.13) we may
construct the Hamiltonian of a state that is shiftedq@/as

1 2
Ha = Ua(: = ) + 5 D (p§ +wi, (o - ) ) : (2.18)
g
and may be transformed with the creation and annihilatie@ratprs to
; 1
Ha=UP + > hoo, (C,EC,: + 5) + ) hoc (0a(0) (Ce+ C) + @) . (219)
e ¢

with the dimensionless shift of the PES

__ [Y @
Ga(¢) = \/;qg- (2.20)

Below we will reduce the discussion to one single nucleardioateq. An important
value for the transition rates from one vibronic state in¢heund statg,, to another

in the excited statgy, is the overlap of the wavefunktioqga,|x,,) and are named the
Franck-Condor®-Factors(FCF). One way to calculate the FCF’s via recursion formu-
las numerically is described in [6] and will be used below. Mieoduce the frequency
guotient

Wp
€= —

(2.21)

b
Wy

9James Franck (1882-1964), Germany
1°Edward Condon (1902-1974), USA



and the dimensionless shift of the two PES towards each other

g=0a—0ObVe. (2.22)

The FCF can be calculated with the recursion relations

[v-11- 2
<XayIva> = ! v 1+ ZWMIXW_Z) \/—(gl\/— Q\/ayL\,/bv 1> \/7—Q\/ap 1|va 1>
(2.23)

<XayIva> = —\/ 1+ Eé\fay 2[va> \/_(l+ )<Xau 1[va> \/7 Ww—llXW—lf

(2.24)

The initial value can be calculated to

<Xa0|)(b0> =

ﬁexp(— c ) (2.25)

Vire '\ 1+e)

which enables the calculation of all FCFs. Due to the negakponential prefactor an
increase of the PES’s energy shift leads to a reduced ovanidpence to small transition
rates. Note furthermore that in the often assumed case-df the first summand of both
formulas zeros. Fig. 2.2.2 shows the squared FCFs for theé0rgibrational states that
were calculated in the framework of this thesis and we wil theem later, but first discuss
their structure.

The squared FCF's are in all three analyzed cases for theritgapb possible transitions
almost zero. A range with higher overlap integrals is dommnggethe process. Fay = 1
this are the transitions from = 0 tov = 0 (no vibrational energy) or = 1. This area
forms the angular point of an parabolic shaped high-ovettapain. Like the whole sys-
tem this parabola is symmetric about exchange ahdy. With an increasing vibrational
number in the ground state there are in each cagetwb dominating transitions on the
mentioned parabola and minor overlaps in betweenue20 these high transitions are
to excited states vibrational levels= 12 andv = 24. Outside of the parabola shape the
FCF are negligible. The FCF on the parabola are shrinkinig wireasing the vibrational
levels.

In addition to the above mentioned decreasing FCF an emfageof the PES’s energy
shift g the shape of the also, but weaker, existing areas of highestaps is changed. The
parabola shape is preserved but broadened and its angulargshifted on they = v)-
diagonal. In the case @f = 3 this leads to the disappearance of the® transition, but
the 3— 4 is majoring as well as the® 10 transition.

This analyze of the FCF leads to the conclusion that the geraent of the PES of the
molecules dferent states is important for the depressing of certairsitians:.

Note that the inclusion of the FCF in our formulas will degrad transition rates, but some stronger
and other weaker.



0 10 20 30 40
(c) g=3

Figure 2.3: Squared FCF with= 1 for three diferent choices af. Note thag = 1 refers
to charging and exciting of the later discussed moleaute 2 to only exciting andy = 3
to only charging.
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2.3 The Hamiltonian of the molecular junction

Above we introduced the Hamiltonian of a single moleculenc8iwe want to determine
the charge transmission through such a molecule attachedhtgelectrodes and with
light interaction we have to enlarge the Hamiltonian. Thentf®nian of the molecular
junction is given by

H= Hmol + Hfield(t) + |_|IVR + |_|mol—lead + Hsm+ Hlead s (2-26)
—————
Hs Hs_r Hr

and the single parts will be discussed below.
The molecular Hamiltonian is given by

Hmol = " €)Wl , (2.27)

whereasy,) = [¥ng.) (EQ. 2.10) are the states ahe, the electron-vibrational spectrum.
For further dealing we restrict the discussion to the twaging states neutralN = 0)
and singly negatively chargedli(= 1), the electronic quantum number to grouad=(g)
and excited statea(= €) and the vibrational level ta = 0..n.

The intramolecular vibrational redistribution (IVR)-Hé@tanian

Hive = ) Wagla )l (2.28)
ap

is written with the introduction of a coupling potent™/(Q, Z) between reaction and
secondary coordinates (combining all DOF not referrindpgoreaction coordinate) which
we assume to be a bilinear

W5 = 5MaNbZ 7K Oenaul Qi — QﬁNa’l-)(Nang (2.29)
j’é/

This enables the relaxation as well as the recurrence ofjgragrd may not change the
charging and excitation status, but only the vibrationa.o8ince it is not necessary we
wont specify the Hamiltoniahly, of the secondary coordinates modes.

The Hamiltonian of the lead((= L, R) is formulated with the creatioa;Izs and annihi-

lation operatoa, ;. for electrons in the spin stateand the band-statevector
i
Hiead = Z hexgaxﬁsaxﬁs. (230)
XKs
The coupling to the reservoir of the lead electrons allovesctiiange of the charging state
|_|mol—lead = Z ZVX(N + 1ae Nb, lz)S)a)<|2’s|‘lﬁN+la><¢Nb|"‘
Nabxis
+Vx(N - 1a, Nb, K92 . [bn-1a)(dnil (2.31)

with the transfer integralgx(N + 1a, Nb, Rs).
Furthermore we introduce the external fielis) influence

Hiien(t) = ~E(t) > dnaléna(@no , (2.32)

N,a,b
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with the transition dipole momeuit
Instead of a strictly monochromatic electromagnetic fielasar pulse of the type

E = fi(E(t)e™" + E(ty’e™) (2.33)

is used. The center frequency of the pulse spectrum is cedlater wave frequency,.
We will use two diferent types of pulse envelop&sgt). Firstly a Gaussiai temporal
profile

2
E(t) = A- exp(—4(t ; tp) ) (2.34)

p

with the pulse durationp and the time of pulse maximum is used as the laser pulse.
Additionally we will use an switch-on with the shape

2
Et) = E (H(TS _1) exp(—4(t ;T) ) Lot —To) ) (2.35)

S

with the Heavisid& step functiord(t — ty). The transition dipole is chosen

ﬁd;ﬁ = 5M,N (5a,e6b,g<XMeyIXMgv>dM + 5a,géb,e<)(Mg,uIXMev>d*|v|) 5 (2-36)

so that only transitions with the conservation of the nundfezlectrons and change of
the excitation state are allowed. Furthermore we assunéhandE(t) are real-valued.

2.4 Charge transmission through a single molecule

The discussion of charge transmission (CT) through singlkcules focuses especially
on the evocation of a currehtby applying a voltag®/. Sincel is defined as the amount
of chargeAQ moving per time interval\it we focus on the number of electrons passing
from the electrodes to the molecule and backwards. An inapbdttribute is the electrons
residence time in the molecule. If it is short in comparisomntramolecular relaxation
we name idirect transmission otherwissequentialCT.

Currently there is no consistent theory to describe thisggses. Suitable approaches are
e. g. the non-equilibrium Green functions (understandmegQ@T as a scattering process
e.g. [9]), master-equations or the density matrix theorgreHve will concentrate on the
latter one for various reasons: Our setting includes vibnal relaxation due to a small
molecule lead-coupling. The population of excited elauttates is allowed. And fi-
nally the current switchingféects by optical excitation is included with emphasis on the
temporal evolution.

12Carl Friedrich GaufR (1777-1855), Germany
3Qliver Heaviside (1850-1925), UK
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2.5 Dynamics of open quantum systems

The time dependent Schrédinger equation provides totainmdtion about the time evolve-
ment of an isolated quantum system. In general an interagfithh other quantum systems
has to be taken into account. The dynamics of tligsnquantum systems (S) are way
more complicated depending on the environment and paaticul its coupling strength.
We differentiate between two fierent kinds of energy flowRRelaxationis energy trans-
mission from the system to the surroundings with the polsiloif the backward process
calledrecurrence Dissipationin contrast means the release of energy from the system
to the reservoir and is connected with (in comparison to §)evironments with many
degrees of freedom (DOF), since the energy is distributeashgnthemselves. Small mi-
croenvironments with a small number of DOF may be calculateddition to the system
S by the Schrodinger equation, whereas a macroscopic aasBrmay be treated by sta-
tistical methods.

2.5.1 Density matrix theory

A density matrix describes the statistical state of a quargystem and was introduced by
von Neumantt in 1927 [10]. Detailed description of the density operatu the density
matrix is available in literature (e. g. [8,11]) and therefave will give only some major
points:

The density operator is given by

W=w, ) X (2.37)

wherew, are the probabilities to measure the staggs. With the help of a complete
orthogonal basiga)} it can be transformed into

W =" (aWib)la)(bl (2.38)
ab

and the cofficients are theensity matrix
pab = (Al\Wb) (2.39)

The important equation of motion for the density operatbis the Liouville!®>-von Neu-
mann equation

AW(t) = —% (HW(t) - W(HH) := [H, W(t)] (2.40)

2.5.2 Reduced density matrix

Often we are not interested in the statistical settvigf the complete systenS(andR)
and its time evolution (determined by 2.40), but only in tlyaamics ofS. This is the

3ohn von Neumann (1903-1957), Hungary-USA
15Joseph Liouville (1809-1882), France
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keynote of theeduced density operatoll he starting point for the formation of a reduced
density operator is to split the Hamiltoni&hinto a system parts, a reservoir partg
and the system-reservoir interactidig_r

H = HS + HS—R + HR (241)

with the aim of any basikr) in the reservoir space we may construct partial trace of the
total density operator

PO = D (aW(D)la) = tre (W(t)) (2.42)

which is named the reduced density operator and includgstbaldynamics ofs with
inclusion of the interaction betwedhandsS in a limited order.

»
N ! - N !
~ N -e| reduction ~
W < | procedurg . —
YolA ¢
2T RN, \

complete description reduced description

Figure 2.4: The total statistical description Wy is replaced by the reduced statistical
operatorp"which includes the system dynamics and the interaction @atvthe system
and the reservoir. After [6].

In [12] a setting similar to ours was investigated. But iast®f taking into account
all elements of the density matrix; developed in [3] the fi-diagonal elements were ne-
glected and so reduced to a rate equation formulation. Wetewamnclude the &-diagonal
elements in our calculations of the time-evolution, whdkihg in mind thajp,; = Pl
Note that the @i-diagonal elements can be understood as coherencefferedi states
and will not be analyzed themself, since we are only interest the electron-vibrational
states populations characterized by the diagonal elerpgnts

2.6 The reduced density operators equation of motion

Finally we obtain the equation of motion for the reduced dgmaatrix of the form

01Pap(t) = i€45045(t) + (0100p)dissi » (2.43)

with the transition frequencies,; = e, — €. In our case with included external field
driven dynamics we receive

atpaﬂ(t) =- ieaﬂpozﬂ(t) + I%E_)(t) ; (Jaypyﬂ (t) - d;ﬂpay(t)) +

+ 5(1,,8 Z (ky—wpyy(t) - ka—»ypaa (t)) - (l - 5(1,,8)ra,8pa,8(t) s (244)

(Otpap)dissi
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where we have introducedf®®rent rates we will examine now:
The following dephasing rates

Fop = % D (Koo +ksoy) + 158 (2.45)
Y

which enables the decay of th&-agliagonal elements of the density matrix and may be
amplified by the pure dephasing contributitjjﬂ. Transition between éferent states are
enabled by interaction with an extern reservoir given by HaeniltonianHs_g. Here
we treat with two diferent types, molecule-lead coupling and IVR as couplinghto t
secondary coordinates too:

Koo = K952 + kYT (2.46)
The charging is given by
ko128 = 21(roaubt o )? ) Txanfe (€tovoa = fix) - (2.47)
X
and discharging by
ki"b‘if?)?ﬂ = 2/ 1w ¥ oau ) Z FXab(l — fr (helbv,Oa,u - ,Ux)) . (2.48)
X

Note the introduction of the factor 2 for the spin-up and sganvn states of the electrons
since we foregoing neglected the spin states. The E&wlistribution fr handles the en-
ergy of the leads electrons at a temperafusnd an chemical potential af To simplify
matters we introduce a molecule-lead coupliizg, which contains the transfer integrals
Vx(N = 1a, Nb, Es). In our discussiol” wont be depending on the charging states or the
lead and will be fixed.

Finally we specify the rate of IVR in the case of the bilineapling model with a single
reaction coordinat® to

21
Ky = 5 Iua(wn) (vp-121(1 + N(@viv)) + Sypura(tt + DN(wuiv) ) (2.49)

where we fix the spectral densilya(wyi,). N(wyi,) denotes the Bosé Einsteirt®-distribution.

2.6.1 Coupling to a laser pulse

In order to remove the fields fast oscillations from the dgnsiatrix equations (2.44)
we have to reformulate it. The introduction of a reduced mataonly including the
electronic quantum numberg ) and furthermore

Teqt) = eXPlHiwctipeg(t) . (2.50)

®Enrico Fermi (1901-1954), Italy-USA
7satyendranath Bose (1894-1974), India
BAlbert Einstein (1879-1955), Germany-USA
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leads to a transformed density-matsty,. In the next step we apply tHeotating Wave
Approximation This enables to neglect of the fast oscillating filed termd we finally
arrive a set of four equations:

Ohogg = i%E(t) (dgeU' eg(t) — degor ge(t)) + (0o gg)dissi (2.51)
97ee= 1) (o) ~ creg) + (07 252)
0709 = -6y~ )7+ TEOedl7g~7ed + (hredas (259)
0700 = i+ )70+ TEO T~ 039 + (rgdas (254)

Note that the diagonal elements are the same as in 2.44 aalltws us to analyze them
without retransformation.

2.6.2 Current formula

The total current hat each of the leads=(XR) can be calculated with

Ix(t) = Ixoo1(t) + Ix1-(1). (2.55)

The current due to charging and discharging is given by

Ix0-1(t) ~ 218l D Tlxoauian) e (7euvoa — #x) Coauonlt) . (2.56)
au,bv
and the discharge by
Ixa-0(t) ~ =2el Y Txoauxan ) (1 = e (Fe1ny0a — fix)) om0 (1)- (2.57)

au,by
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3. Numerical calculations

3.1 Choice of parameters

The simulations do not refer to a certain molecule with lackbaracteristics. Rather
we will discuss a variation of the parameters. We assumethianolecule is located in
the middle between the both nanoelectrodes. Then the chepotentials of the both
electrodes can be calculated within the model siyemmetrically applied voltagat the
left (L) and right (R) lead

V

ML = Mo + |e|§ ) (3.1)
V

MR = Mo — |e|§ , (3.2)

whereagy is the chemical potential of the leads in absence of an appbéiageV and
will be set zero below.
Furthermore we define the so called charging energy

AE10 = E1a — Eca— 1o, (3.3)

which will be identical for excited (e) and ground state (Q).

For further considerations it is advisable to replace théemde-lead coupling by one
single constank. Since our approach is suited for hopping charge transomsse will
reduce the discussion to weak and intermediate strenghieadupling. The influence of
the number of calculated vibrationalevels will be discussed and consequently fixed to
20. Our choice okgT refers to a temperature of about 35K.

The influence of the external field is firstly characterizedthy product of the fields
amplitude and the molecules transition dipole moment thealedRabt-energy

Er = dE. (3.4)

The Rabi-energy of the external fields steady stigis chosen to 1 meV which refers
to an electric field strange of 1§ and a transition dipole moment of about & BVe will
reduce our discussion to short-time laser pulses with widff0.5 and 5 ps.

The influence of IVR is determined by the valdi@nd is varied between 0 (no IVR) and
1 meV, which results in a first excited vibrational statestihe (2%) of about 01 ps. We

!Isidor Isaac Rabi (1898-1988), USA
21 Debye= 3.33564 103°Cm, after Peter Debye (1884-1966), Netherlands-USA
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Parameter Standard value Variation | Unit
n 20 2...30 -
U 0.75 0...2 \Y

I'n 1 0.1 meV

J 1 0;0.1 | meV
Ts 0.5 5 ps

fiwyip 62.5 — meV
AEqg 0.5 - eV
Ec 2 - eV

Er = Ad 1 - meV
hwg 2.25 - eV
u 0 - eV

keT 3 - meV
Qog 0 - -
Qoe 2 - -
ng 3 - -
Qle 1 - -

Table 3.1: Sets of parameters. If not mentioned otherwis&tandard valués used.

reduce the discussion to one single reaction coordiQatéth the PES

hwyib

2 (Q- QA (3.5)

Una(Q) = UNa(Q)(O) +
whereas the vibrational frequeney, is independent on the electronic state. The arrange-
ment of the PES with the equilibrium valu€gy and the energy at these configurations
Una(Q)©@ is shown in Fig. 3.1.

In the initial condidition for our calculations we take thelacule to be completely re-
laxed and in the noncharged ground state, e.g. the prdpitnlbe in statgyqg) is 1 and
for all other states it is O.
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QOg Q1e QOe Q1g Q

Figure 3.1: Arrangement of PES [4]; energies below the chahpiotentiak, are shown
in a grey shade. The neutral states PES form a continuum giegeeombine the energy
with the leads electrons energy. The dimensionless shifteoPESQ influences the FCF
and these the transition rates. Note that while the relatikengement of the PES is equal
to the work done in [4] the absolute values used in our calicuia are halved in order to

receive stronger currents.



20

3.2 Programm

The flowchart of the program designed to solve the reducedityematrix equations of
motion is pictured below. The input parameters (red) ardigored in Tab. 3.1 and
may be changed for future considerations. The calculatesasundertaken one after
another from the top (first: FCBEV u|Wpn)) downwards (last: currerlf). The solving
of the ordinary diferential equation (ODE) takes at this the most computaltitime.
The program was written in the programming language Pytbemg various libraries.
The resulting complex-valued ODE was solved with the ZVOD&hmod based on the
VODE-algorithm published by Brown et. al. in 1989 [13].

Begin
Franck-Condon- Echarge
@ Factors Eex
(PamlPon) g
rate of IVR rate of chargingr
kS dischargingc(™;; "9
transition rate 5
kd—)ﬂ
|
. dephasing
pd)
pure dephasing’ rates
|
density matrix
E(t) differential |«
equationd;p,g

Differential equa-
tion solving with
Z\VODE

P af (t)

End
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4. Results

4.1 Inclusion of vibrational levels

An important issue in the numerical calculation of trans@nrents is the restriction to a
finite number of vibrational levels. In reality the numbeipoipulated vibrational levels is
not limited but the numerical calculation allows only a redd inclusion. Fortunately the
form of the FCF (cf. 2.2.2) as well as the restriction to a @@ipplied voltage enables this:
Former research (e.g. [3]) has shown that the current flowheaynderstood as charging
and discharging processes between the molecule and botioeles. The fectiveness of
them is critically determined by the FCF. We have shown tbabfir setting the FCF are
decreasing with higher vibrational levels, hence we assiinaiethe neglect of charging
and discharging processes via high vibrational levels hsminor influence on the final
results.

To test this we calculated the charging process at an apgieate of 15 V for 6 different
choices ofn (5,10,15,20,25,30). The calculation shows that the ties®ived formation
of the stationary current is generally dependennpbut is subject to saturation. This
results in nearly unchanged stationary results Fig. 4.@b) > 20, where we took the
stationary currentg,; and the time it is reachetdi,; as the characteristic numbers. Fur-
thermore the charging processes over time Fig. 4.2(a) ysromlor afected by increasing
the number of vibrational levels over 20. This behavior wéldiscussed below, for now
only taking the information, that we may reduce our caléatet to 20 vibrational levels.

4.2 Steady-state current: IV-characteristics

4.2.1 Without optical excitation

For understanding the photoswitching of currents it islfiratlvisable to discuss the for-
mation of steady-state currents at absence of photoarcitathe stationary situation is
given withl, = —Ig, i.e. the charge is flowing in same amount from the left etetdron
the molecule and from the molecule continuing to the rigatebdé, no net charge is
placed on the molecule. Of main interest in the time-indepeansituation is the shape
of IV-characteristics Fig. 4.4. The calculation was doneJdalifferent choices of IVR-
strength belonging to vibrational relaxation timesmafr = 0.1 ps, 05 ps and disabled
IVR. Since the charging energy is chosen t6€V from 1V on a current may flow. The
step-like form of the IV-characteristics is remarkable anidibe discussed below:

while this picture is correct nevertheless, we have espediamind that the potential at the left
electrode is higher than at the right electrode due to théexpypoltage.
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Figure 4.1: Energetics of sequential charge transmisdi@npaesence of small applied
voltage. Light-grey: Unpopulated lead electron levelsvadine Fermi sea, Blue: Popu-
lated lead electron levels inside the Fermi sea. Upper sosvs the lefts right charge

transmission and the lower the backward process. 1 shotia gnergetic states for pho-
toinduced CT and 2 at absence of optical excitation. 3 and passible final state energy
levels. Charge transmission can be pictured as a horizomaément in this scheme. [4]
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Relaxation time 7, [ps]

Stationary current /7, [nA]
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o't 1 L —o— stationary current | |
e ——o— relaxation time
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0 1 ‘2 3 x“ 19 . ; ¥
. 5 10 15 20 25 30
Time t [ps] Number of vibrational modes n
(a) Current over time for g5 (blue),20 (cyan),30 (b) Stationary current

(yellow). Note that the last ones have nearly the
same shape. Dotted lird |, solid linelg.

Figure 4.2: Influence of number of calculated vibrationakls on (a) the shape of the
current over time and (b) the stationary currégt; as well as the relaxational time in
which it is reacheds with an applied voltage of = 1.5V
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The charging process may be understood as the moleculesdetrdrom an uncharged
quantum statéyo,,) to a charged on@/i,,). This is allowed if there are electrons in
the leads whose energy is higher than the charging enerdyeaohblecule. We will ac-
count the leads electrons energy Wik. Thus the relatioriey,, + Ee = %€y, has to be
fulfilled to enable the transition including charging. Fatmore the statio,,) has to
be populated. Our choice of a low temperature let the pojpulatay mainly in the vi-
brational ground-state. Consequently the transition flgsp) to different excited states
[,y IS dominating transitions from other electric states. & tharging energy is almost
reached only the transition to the vibrational-groundestdtthe charged moleculgy)

is allowed (as indicated in the arrangement 2 of the uppeelpgart.1). With further in-
creasing of the applied voltage also the charging throulgérdtansitions e.g to the higher
lying |¥1.1) becomes possible. This leads to the step-like IV-chansties whereat the
edges are rounded by the influence of the Fermi-distribigad-electrons energy. Ev-
ery step can be pictured as a new transmission channel fayeftawv onto the molecule
and therefore through the molecule since discharge to gt electrode is not limited
in this range: The discharging of the molecule to the rightebde is energetically al-
lowed for various final statelgo,,) and a population of the vibrational excited states in
both the charged and the neutral molecule becomes possiiit¢ ¢ide of upper panel
of4.1)). It is important to underline that also the backvgangnsition as a charging of
the molecule from the right electrode and discharge to tfieelectrode is possible for
high vibrational states (lower panel of Fig. (4.1)). Sinbe vibrational ground states
are mainly populated at low temperatures the contrary ntirsequite smaller then the
left-right current and we receive a net current above zetwthErmore it is accountable
that the steps in the IV-characteristics are dfatent height. This is generated by the
Franck-Condon-factors (2.2.2). With our choice of pararsgethe charging-process is
connected with a dimensionless PES-shift of 3. In this coméiion e.g. the transmission
from vibrational ground-state of the uncharged moleculeS B the ground-state of the
charged molecules PES is suppressed and leads to a quitdisshatep.

Past work [4] using rate equations showed the step formatidhe stationary IV char-
acteristics by underlining the importance of the FCF tooe ifference in the absolute
seize of the currents (Wang and May calculated a current ofita®0 nA at an applied
voltage of 2V) are caused by our reduced distance in theiogacbordinateQ. This
leads to enlarged FCF and hence to an amplified charge flow.

4.2.2 With optical excitation

Furthermore we will discuss the influence of an optical etmh to the generated steady-
state current. This is calculated with a switching-on lgaése (2.35) finally resulting in
a constant Rabi-energy of 1 meV. The excitation of the mdéeallows transitions of the
form hiepg, + Eel = €16, and even at an applied voltage below the in foregoing castenkee
of 1V charge injection from the left electrode can be obsgi\dein upper panel of 4.1).
In contrast to the case without optical excitation a wideggeanof final vibrational states
ly1g,) Is €nergetic reachable. While the charging is possible tioth electrodes with the
same strength the discharge process is important for theuneint. The discharge to the
energetic higher left electrode is taking place, but thettigge to the right electrode has
more transitions available. This behavior shows the ingyme of vibrational levels and
confirms the own result [2] that such optical switching bebiais not realizable for a sys-
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Figure 4.3: IV-characteristics at absence of optical et for 3 choices of IVR-
strength: Blue line) = 0, Green line] = 1 meV, Red lineJ = 0.1 meV

tem without vibrational levefs A variation of IVR-strength underlines the importance of
vibrational levels. In the case of infinite IVR lifetimes teeitching behavior is stronger
than for activated IVR. Since the molecule is located in tvedr vibrational states more
often under the influence of IVR theftirence in discharging channels for the both elec-
trodes is reduced. The extreme limit would be an IVR lifetimach smaller than the
electrons residence time in the molecule. This accumuthgepopulation exclusively in
the vibrational ground state, no net current is obtainedthedefor switching becomes
impossible (not shown in 1V-characteristics).

4.3 Population of the electron-vibrational states over tine

The forth going analysis has underlined the importance efpibpulation of vibrational
levels for the processes leading to a net current under mdkief an optical field, when
otherwise no current appears. To visualize the populatiall electron vibrational states
over time we created matrix plots (Fig. 4.5 - 4.8) with a latemic color bar. White
means no population and dark red stands for high popula&aah of them is compound
of 4 subplots (one for each electric state) next to each othibe subplot itself shows
the population of the 20 vibrational levels and their timgelepment on the ordinate in
discrete time steps of 1 ps. In every plot the voltage is fitddl & 0.75 V. We should take
in mind that the initial state was given by only populating lithg) state with a chance of
1.

The first arrangement is without optical excitation. Thetfie€t we immediately see is
that both excited states stay unpopulated over the whole. tiBoth electrical ground
states are populated, including all vibrational levelsylich the energetic deeper laying

2A weak switching behavior was only detectable for asymmetwlecule-lead couplings.
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Figure 4.4: IV-characteristics with optical excitatiorr fchoices of IVR-strength: Blue
line J =0, Green line]l = 1 meV, Red line = 0.1 meV

states are more populated. A look at the first time-step shioaist takes less thenfzs

to reach a equilibrium situation, since afterwards neadyghange is detectable. Taking
Fig. 4.1 and the charging mechanism explained previous weimberpret the population
of the first charged state as charging from both leads fyggg) to [yoq,) due to the small
amount of lead electrons above the Fermi sea with enouglgeteget over the neces-
sary charging energy of®eV. In the first time step we see that firstly the charged sate
populated and afterwards an equilibrium is reached. Thusg®s involves discharging to
any uncharged ground state (following in population of &tes|yq,)), but the popula-
tion is concentrated in the energetic deeper vibrational$edue to IVR.

We now want to analyze the influence of a 5 ps long Gaussianpatse. Firstly we see
that all electron-vibrational states are populated wheright is active. The optical ex-
citation enables immediately and with raising intensigy titansition fromjyogo) t0 [Woe,)-
The population of the excited state again gives the energetidition for population of
the charged ground state via molecule-lead electron gansfs mentioned before that
this process is the same on both electrodes. The chargeddystate itself may be ex-
cited by the external field and so the population of|thg,) is enabled. We also see that
at the time of maximal field strength nearly all vibratiorelels of theyg,) are strongly
occupied. This underlines the fact that discharge and de¢ixn are not only ending in
the vibrational ground state, but rather populate all ofrthAfter the decay of the optical
field the population is slowly returning to the unchargedratlonal ground state. This
self stabilization behavior was already detected in [4] eawl be understood as follows:
We choose the symmetrically applied voltage offso that it makes charge injection
only for the minority of the leads electrons possible. Thayéhto reach at least an en-
ergy of Q5eV and this lies 125 eV above the fermi-sea . After (in fact also within)
the Gaussian laser pulse the population is distributed aetectron-vibrational levels.
Now transitions from energetic lower levels under usagelwfational energy as well as
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the lead electrons energy are possible. Simog, = 625meV is the energy step of a
single vibrational level at leagiu = 2 is necessary to enable tli@gu) — [Y1g(u — Aw))
transition.

Furthermore we want to inspect the same situation but wihlded IVR. We immediately
see that the process in the beginning is slowed down: Onlyctién of the population is
leaving thelyog) State and entering the other states. An exception is thsiti@mto the
[Woeo) State: Due to the FCF this transition is the with the highatt and therefore not
slowed down by deactivating IVR. Theoy) itself enables the population of thgg,)
states but charging through this one channel is much slogverith the more as in the
foregoing case which underlines the importance of IVR: I\éReads population from the
vibrational ground level to higher ones and therefore attis more charging channels.
After the laser pulse the influence of IVR is not wished. As we the population stays
longer in the higher energetic states. Especially|#hg,) state looses population only
slowly to the|yqg,) States via electron transfer between leads and moleculéh this
process the higher vibrational levels are left and the pjmri is concentrated again in
the|yog,) States. The comparison between Fig. 4.7 and Fig. 4.6 sh@w$his process
is much slower without IVR since in this case more transitibannels are usable.

Al last we ant to determine the influence of the molecule-leadblingI". Its reduction
leads to a longer residence time of the electron in the mtdeédl charging-discharging
processes take longer and therefore more population isradating in the uncharged
excited state since the population may leave the state tg-ie slower. After the laser
pulse is faded the above mentioned processes of accunuuiatine |y, ) States are ob-
servable but also much slower since the interaction withHehd electrons is needed to
change the electronical state.
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4.4 Switching: Optical excitation with Gaussian laser pulss

In the following we will analyze the time-resolved behavadrthe current flow through

a single molecule excited with an optical field. At absencestefdy-state situations
it becomes important to distinguish the currént) passing from the left lead into the
molecule and the negative currefik(t) passing from the right electrode into the molecule.
We want to introduce the temporal net charging of the mokecul

0tQmol(t) = — (IL(t) + Ir(1)) (4.1)

Forl,(t) > —Ir(t) the molecule is charged and otherwise charge is leavinmtiiecule.
Foregoing we have shown that in a case of an applied voltayg,gf= 0.75V a current
appeared only under optical excitation. Therefore thettoason of an an optical switch
seems possible. Firstly we want to discuss the behavior lobe Eser pulse with a width
of 0.5 ps and a field maximum at 3 ps (4.5). Is is notable tHatbecomes negative until

50
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Figure 4.7: Population of states
(including vibrational levels)
over time in case of limited
charging U = 0.75 V) with op-
tical excitation by a 5ps long
Gaussian laser pulse with max-
imum at 10ps. IVR is sur-
Ogw ~  Oep lgp lep pressedd =0 — 7jyg = ™).

electron vibrational state 1,

time 7 [ps]
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0.75V) with optical excitation by a 20
5ps long Gaussian laser pulse with
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coupling is ten times smalleil =
0.1 meV) Ogw ~ Oew  lgu len 0

electron vibrational state ),

tir

a time of about 5 ps. This means that charge is flowing from both electrodgdérthe
molecule, resulting in no net current through the molectites behavior is not dependent
on the strength of IVR. Afterwards a net current can be catedl since charge flows from
the left electrode into the molecule and furthermore ch&ngya the molecule to the right
electrode, sincé > —Ig the molecule is charged. Shortly after the laser pulse maxim
the currents at both leads are decreasing, whereat thesbeft Ireaction is faster and
declines about one ps earlier. Here the influence of IVR sit@ant: While at slow IVR
and absence of IVRIg is further increasing and reaches a maximum above the one of
in the case ol = 1 meV both currents have nearly the same maximum heightrdiels
—Ir > I and thus the molecule is discharged. This process is alsogdyr coupled to
the influence of IVR, since at absence of IVR the molecule iy stowly discharging
and stays charged way longer then the 50 ps we have drawn. pMereed this behavior
already in the foregoing section, but want now underling tthia self-stabilized behavior
not only let the molecule stay in the energetic higher stitea time much longer than
the puls durance, but also leads to a usable net currentdém tor understand this we have
to take a look at Fig. 4.1 at the situation without opticalieatton. Firstly the charging
from the left electrode is enabled since the higher vibretidevels are still occupied.
This discharge is again no problem and is possible for a leagge of transitions. The
charging from the right electrode may possible due to thétexkwibrational states but
the applied voltage leads to a shift that prefer the tramsitiom the left electrode on the
molecule. Consequently a net current is observable.

In Fig. 4.4 the current over time for a Gauss shaped laseemfl$ ps length and the
field maximum at 10 ps is shown. The shape of the curves is gintidar to the situation
with the shorter pulse, especially the strong self-sta&iion process can be detected at
absence of IVR. The mainflierence to the foregoing discussion is the maximal current
and the amplified dierence between the 3 curves. Obviously a longer laser putls¢he
same maximal field strength carries more energy in the mtdeenables more excitation
and therefore a larger photoinduced current. In our casendmamal photocurrent is
twice the amplitude of the small laser pulse.

Former calculations with rate equations [12] on the timssheed current through a single
molecule while exciting with a Gauss shaped laser pulse ¢arsienilar but also slightly
different results. The formation of photo induced current isagpced with emphasis
on the self-stabilization mechanism that is amplified byustag the IVR strength. As
already mentioned at the part of the stationary current®tlearring currents are twice
the height in our calculation due to closer PES.
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Current / [nA]

Figure 4.9: Excitation by Gaussian shaped laser pulseswiith rs = 0.5 ps and field-
maximum at 3 ps. Dotted linel, solid linelr. Reduced IVR extend the temporal range
of the switch. Incertion shows zoom into temporal range8lps.

4.4.1 Influence of reduced molecule-lead coupling

Finally we analyze the behavior of optical excited moleditlee molecule-lead coupling
is ten times smaller and therefore the electron rests lomgére molecule. Fig. 4.4.1
and Fig. 4.4.1 show the transient current over time. Unfately the current switch is
degenerated in a way thit and —-Ir are strongly dierent at all times. In a first phase
the molecule is charged symmetrically from both electroéidwing by a longer time
of symmetrically discharge to both electrodes. Such beinasinot suitable for a current
switch.

The IVR-strength influences thé&) curves in a way that longer lifetime of the vibrational
excited states result in faster and stronger chardiagharging since more transmission
channels are available. The population of the vibratioeatls Fig. 4.8 show that it is
accumulating in the low vibrational levels, but the traiositbackwards to the uncharged
ground state is quite slow due to the low molecule-lead dognd the slow transition
rate. The inappropriate behavior of current switches wgmall molecule lead coupling
was already discovered in [12] and is approved by our cdiculs.
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Figure 4.10: Excitation by Gaussian shaped laser pulséswitith 7s = 5 ps and field-

maximum at 10 ps. Dotted linel, solid linelr. In contrast to the ultra-short laser pulse
no time of charge insertion from both leads is determined.

J=0.1 meV
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Figure 4.11: Excitation by Gaussian shaped laser pulséswiitth s = 0.5 ps and field-

maximum at 3 ps. Dotted linel, solid linelr. 10 times reduced molecule lead coupling
of I' = 0.1 meV leads to a degenerated current switch.
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Figure 4.12: Excitation by Gaussian shaped laser pulsdéswiiith v = 5 ps and field-
maximum at 10 ps. Dotted linel, solid linelg. 10 times reduced molecule lead coupling
of ail' = 0.1 meV leads to a degenerated current switch.
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5. Conclusion

In this thesis the inelastic charge transmission throug@lsimolecules attached to nano-
electrodes was analyzed theoretically. The density métegry based on the equation of
motion (EOM) of the molecules reduced density operator vimsen as approach. The
resulting EOM were solved numerically. In order to inveatagthe possibilities of optical
switching the interaction with an oscillating externaliopt field has been included to the
EOM.

Firstly the influence of the limitation of the number of viboaal modes on steady state
and time-resolved currents was checked. It was shown thedtaation to 20 modes is
suficient for our further purposes. Afterwards the steady stateents for a range of ap-
plied voltage have been calculated and the process of ciggagid discharging including
the light-caused was observed. The importance of intracatde vibrational relaxation
(IVR) for potential light-controlled switchs was undeih.

Furthermore the transient currents through moleculegexkdy laser pulses were ob-
served. It could be shown that current switchs are possibéevioltage range at which
molecules are conducting with photoexcitation and isotatvithout. The reduction of
the molecule-lead coupling leads to a degenerated behaitiono usable transient cur-
rent. Under such conditions optical switching is not pdssib

For low values of IVR the formation of a self-stabilized jtion was shown. This leads
to a slowly decreasing transient current after the lasesepakcitation. This highlights
the importance of the formation of vibrational states, esily if they are long-living.
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